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ABSTRACT

In this paper, we describe the ISIP Automatic Speech
Recognition system (ISIP-ASR) used for the Hub-5
2000 Engl ish evaluations. The system is a publ ic
domain cross-word context-dependent HMM based
systemandhasall thefunctionalitynormallyexpected
in an LVCSR system, including Baum-Welch training
for continuous densi ty HMMs, phonetic decision
tree-based state-tying, word graph generation and
rescoring. The acoustic models were trained on 60
hoursof Switchboardand20 hoursof CallHomedata.
The system had a word error rate of 43.4% on
Switchboard, 54.8% on CallHome, and an overal l
error rate of 49.1%. Thi s paper descri bes the
eval uati on system i n detai l and di scusses our
post-evaluation experiments and improvements.

1. SYSTEM OVERVIEW

The ISIP-ASRsystemis a public domaincross-word
context-dependentHMM-basedsystemthat is freely
availablefor both commercialandacademicusewith
no licensingor copyright restrictions[1]. It consistsof
three primary components:the acoustic front-end,
HMM parameterestimationmoduleandahierarchical
single-passViterbi decoder. Acoustic training has
been enhanced to incorporate both Viterbi and
Baum-Welch algorithms. The decodercan perform
N-gram decoding and process word graphs.

1.1. Acoustic Front-End

The systemusesa commonfront-endthat transforms
the input speech signal into mel-spacedcepstral
coefficients appendedwith their first and second
derivatives[2]. Standardfeaturesof this front-endare
pre-emphasisfiltering, windowing, debiasing, and
energy normalization. To improve robustness to
channelvariationsand noise, our evaluation system

incorporatedside-basedcepstralmeansubtraction[3].
Cepstral mean subtraction is computed as follows:

(1)

k = 1, 2,...,N wherek is thecepstralindex. is an

estimate of the mean computed from all analysis
frames belonging to the same conversation side as .

For the evaluation,we usedthe front-endto generate
12 FFT-derived cepstralcoefficients and log-energy.
Thesefeatureswerecomputedusinga 10msanalysis
frame and a 25ms Hamming window. First and
secondderivative coefficientsof the basefeaturesare
appendedto producea thirty-ninedimensionalfeature
vector. The12 basecepstralfeaturesarethendebiased
using side-based cepstral mean subtraction.

1.2. Parameter Estimation

The training module consists of an Expectation
Maximization (EM) basedacousticoptimizer which
usesthe Baum-Welch algorithmfor robust parameter
estimation. This parameter estimation component
supportscontinuous-densityGaussianmixturemodels
with diagonal covariances. It also supports
context-dependent models with state and model tying.

A problem often associated with training
context-dependentmodelsis the lack of training data
to cover all the modelsin the system.To avoid this
problem maximum likelihood phonetic decision
tree-basedstate-tyingis employed in the system[4].
Thedecisiontreeusesphoneticrulesthatarebasedon
left and right contexts and a tree is grown for each
stateof eachcontext-independentphonein thesystem.
Theevaluationsystemusesa context of onephoneon
eithersideof the centerphone.The statesof models
with similar phoneticcontexts are allowed to share
data by tying them together. This leads to better
parameterestimatesas all of the model clustersare
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seenin the training set a sufficient numberof times.
This also allows the systemto generatemodels for
unseen contexts. Table1 shows the reduction in
unique HMM states due to state-tying.

A synopsisof the acousticmodel estimationin our
2000 evaluation systemis shown in Figure 1. The
systemwastrainedon 60 hoursof Switchboard-Idata
from 2998 conversation sides, and 20 hours of
CallHome data from 240 conversation sides.
Context-independent(CI) phonemodels were first
trained using only the Switchboard data. These
CI modelswere iteratively trained from one mixture
componentto 32mixture components,andwerethen
used to generate phone-level alignments. These
alignmentswereusedthroughouttheremainderof our
training process.Context-dependentphone models
were seeded with single-mixture monophones,
reestimatedusing a four pass procedure,and then
state-tiedto clusterthosestatesandmodelsthat were
statisticallysimilar. Mixture splitting wasdoneusing
an iterative splitting and training scheme.After the
four-mixturemodelsweretrained,CallHomedatawas
addedto the trainingsetandthe trainingcontinuedto
finally generate16 mixturemodels.Word-internaland
cross-word context-dependentphone models were
built in this process.

1.3. Language Model and Lexicon

We usedboth bigram and trigram backoff language
modelsin theevaluationsystem.Thelanguagemodels

were provided by SRI and were trained by
interpolating language models generated using
Switchboard,CallHome and BroadcastNews (BN)
data.The bigram versionwas usedto generateword
graphswhile the trigram LM wasusedfor rescoring.
The trigram and bigram LM’ s were pruned using
SRI’s entropy-based method[5] to eliminate
negligible bigram and trigram parameters.The final
trigram language model contained 138k trigrams,
320kbigramsand33kunigrams.Thefinal bigramLM
was obtained by all trigrams from the trigram LM.

The lexicon usedby the systemhad a vocabulary of
22,000words derived from the WS’97 test lexicon.
This lexicon was then expandedto include words
presentin the SRI languagemodelbut not presentin
our original lexicon. The final lexicon had a
vocabulary of 33,200 entries.

1.4. Recognition

The ISIP-ASR decoder is basedon a hierarchical
implementation of the standard time-synchronous

Figure 1: Data flow for acoustic model training. Note that the CallHome data is only incorporated into the training
process after 4-mixture training.

System
Number of States

Before
State-tying

After
State-tying

Word-Internal 9580 4194

Cross-Word 67684 10619

Table 1: Number of states in the system before and
after state-tying.
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Viterbi search paradigm[6]. The decoder supports
variousmodessuchas N-gram decoding,word graph
generation, word graph rescoring and supervised
alignment.The decodercanhandleboth word-internal
andcross-word context-dependentmodels,andusesa
lexical tree-basedorganization to conserve memory
during context expansion. Pruning techniques are
employed at all levels in the searchspaceto improve
computational efficiency without significantly
increasing error rate.

For the evaluation,recognitionwas performedin two
stagesusing the decoderasshown in Figure2. In the
first pass, we used 16-mixture word-internal
context-dependent phone models and a bigram
languagemodel to generateword graphs.This stage
was followed by word graph rescoring using
16-mixture cross-word context-dependent phone
modelsand a trigram languagemodel.The output of
this pass was the final evaluation hypothesis.

Processingwas performed on 600MHz PentiumIII
machines running Solaris7. These machines had
1 Gigabyteof main memoryand2 Gigabytesof swap
space.The time andmemoryrequirementsfor the two
decoding stages are tabulated in Table2.

2. RESULTS AND ANALYSIS

Theperformanceof thesystemon theevaluation2000
testsetis shown in Table3. We alsoconductedseveral
experimentsafter the evaluationsto analyzesystem
performance,andto improve deficiencies.The details
of this work are described below.

2.1. Error Analysis

From Table3 it can be notedthat the overall system
performance is better on Switchboard than on
CallHome. This is consistentwith other published
results.However, the gap betweenour Switchboard
resultsandCallHomeresultsis largerthannormaland
may be due to the late introductionof the CallHome
data into the training procedure.

An analysisof the word graphsproducedin the first

Figure 2: A two-stage evaluation system. It consists of a pre-processing stage where word-internal acoustic models
and a bigram language model are used to generate word graphs. A second stage processes the word graphs while
using cross-word acoustic models and a trigram language model

Time (hrs)
Memory

(MB)

Pass 1 1083 500

Pass 2 23 300

Table 2: Time and memory requirements for
ISIP-ASR system on the entire evaluation dataset.
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stageof our decodingprocessshows that poor quality
of the word graphs(WER of 19.8%) is a major
contributor to our high evaluationerror rate.Note that
this is only marginally better than the besterror rate
reportedin theevaluation.Webelievethatthis is in part
causedby the heavy pruning of the bigram language
model usedto build the word graphsand also by the
heavy pruning we employed during word graph
generation. This hypothesis is currently being tested.

2.2. Post-evaluation Experiments

Table3 also points out a differencein performance
betweenmale and female speakers. Performanceof
male speakers is better than that of femalespeakers,
suggestingthat our modelswere more tunedto male
speakers.This is most likely a by-productof the fact
thateventhoughthenumberof malesandfemaleswas
approximatelyequal in the training data, the male
speakers accountedfor a larger percentageof the
acoustic data. Our initial experiment with
gender-dependent models has produced a 0.6%
improvement in WER.

After the formal evaluationswe performeda seriesof
experimentsto incorporatefeaturesinto our system
that are commonin the other evaluationsystems.We
also found a seriousalgorithmic error in the way we
handleN-gram languagemodelsduring rescoringof
word graphswith a trigram LM. Surprisingly, fixing
this error gave only a 0.5% improvementin WER on
the Switchboardportion of the evaluationset.We are
currently investigating whetherthis problemwas also
an issueduring theword graphgenerationstageof the
decoding process.

3. CONCLUSION

The ISIP-ASR systemhas beenused for the Hub-5
evaluations for the first time this year. The system
configuration included multiple Gaussian mixture

cross-word acousticmodelswith parametersharing.
The acousticmodels were trained on 60 hours of
Switchboardand20 hoursof CallHome.Recognition
was doneusing a two passstrategy — first passof
wordgraphgenerationwith word-internalmodelsand
a bigram LM followed by a secondpassof word
graph rescoring using cross-word acoustic models
anda trigramLM. This systemhada word error rate
of 43.4% and 54.8% on the Switchboard and
CallHome componentsof the evaluation dataset.A
priority for our futurework will betheintroductionof
our new search engine that accommodateslarge
languagemodels,and incorporationof a generalized
acoustic modeling component that handles
arbitrarily-sized context-dependent phone models.
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Table 3: Performance of ISIP-ASR system.

Total Male Female

Call Home 54.8% 55.0% 54.8%

Switchboard 43.4% 41.5% 45.3%

Overall 49.1% 51.2% 45.4%
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